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(57) ABSTRACT

System and methods are provided for voice enhancement in
audio conferencing among a plurality of participants. An
example system includes a signal processor, a pre-processing
component, and a voice-enhancement component. The signal
processor is configured to generate a first mixed signal based
at least in part on a first audio signal associated with a first
remote participant and a local audio signal associated with a
local participant. The pre-processing component is config-
ured to generate a first input signal and a second input signal
based at least in part on the first mixed signal and a second
audio signal associated with a second remote participant. In
addition, the voice-enhancement component is configured to
generate a first output signal to be transmitted to the second
remote participant based at least in part on the first input
signal and the second input signal.
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SYSTEMS AND METHODS FOR VOICE
ENHANCEMENT IN AUDIO CONFERENCE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This disclosure claims priority to and benefit from U.S.
Provisional Patent Application No. 61/643,529, filed on May
7, 2012, the entirety of which is incorporated herein by ref-
erence.

FIELD

The technology described in this patent document relates
generally to signal processing and more particularly to audio
signal processing.

BACKGROUND

Voice enhancement techniques, such as acoustic echo can-
cellation, are often implemented in communication systems,
for example, to reduce echoes that result from the coupling
between speaker(s) and microphone(s) at one end of a two-
way communication.

FIG. 1 depicts an example two-way communication sys-
tem 100. As shown in FIG. 1, a near-end communication
device 102 used by a local user communicates with a far-end
communication device 110 through networks 130. Specifi-
cally, within the near-end communication device 102, a
microphone 104 may be used for capturing the local user’s
voices 114 and for producing an audio signal 112 to be trans-
mitted to the far-end communication device 110. A speaker
106 located near the microphone 104 produces sounds 116
based on an audio signal 108 received from the far-end com-
munication device 110. The sounds 116 produced by the
speaker 106 may be picked up by the microphone 104 (e.g.,
directly or through reflection by walls or other objects) and
may therefore be transmitted to the far-end communication
device 110, which often results in echoes at the far-end com-
munication device 110. Acoustic echo cancellation may be
used to reduce the contribution from the speaker 106 in the
audio signal 112 from the microphone 104.

FIG. 2 depicts an example two-way communication sys-
tem 200 with acoustic echo cancellation. As shown in FIG. 2,
in the two-way communication system 200, an acoustic-
echo-cancellation (AEC) component 218 within a near-end
communication device 202 is used to reduce echoes at a
far-end communication device 210. Particularly, the AEC
component 218 processes a recorded signal 212 from a
microphone 204, using an audio signal 208 received from the
far-end communication device 210 as a reference. The
recorded signal 212 includes contribution from a speaker 206.
The output signal 220 of the AEC component 218 is then
transmitted to the far-end communication device 210 via
networks 230.

As an example, the AEC component 218 may process the
recorded signal 212 and generate the audio signal 220 accord-
ing to the following formula:

V=V,

i Vs

V,=V.AN,

M

where V, represents an ideal audio signal to be transmitted,
and V represents a local user’s voices 214. In addition, N,
represents a noise signal, and V, represents the recorded sig-

V=AEC{V,, VA=AEC{V AN, V}
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nal 212. Furthermore, V, represents the output signal 220 of
the AEC component 218, and V .represents the audio signal
208, “AEC” in the formula (1) represents an acoustic-echo-
cancellation function with two input signals (e.g., the audio
signals 208 and 212).

FIG. 3 depicts an example communication terminal 300.
As shown in FIG. 3, the communication terminal 300 (e.g., a
cell phone) includes two modems 302 and 304. For example,
the modems 302 and 304 may be used separately for inde-
pendent two-way communications, or used together for a
three-way audio conference. For example, an application pro-
cessor 306 and the modem 302 are on a same chip 308, and the
modern 304 is on a different chip. An acoustic-echo-cancel-
lation (AEC) component may be included in each of the
modems 302 and 304.

SUMMARY

In accordance with the teachings described herein, system
and methods are provided for voice enhancement in audio
conferencing among a plurality of participants. An example
system includes a signal processor, a pre-processing compo-
nent, and a voice-enhancement component. The signal pro-
cessor is configured to generate a first mixed signal based at
least in part on a first audio signal associated with a first
remote participant and a local audio signal associated with a
local participant. The pre-processing component is config-
ured to generate a first input signal and a second input signal
based at least in part on the first mixed signal and a second
audio signal associated with a second remote participant. In
addition, the voice-enhancement component is configured to
generate a first output signal to be transmitted to the second
remote participant based at least in part on the first input
signal and the second input signal.

In one embodiment, an integrated circuit for voice
enhancement in audio conferencing among a plurality of
participants includes a pre-processing circuit and a voice-
enhancement circuit. The pre-processing circuit is configured
to receive a first mixed signal representing a mixture of a first
audio signal associated with a first remote participant and a
local audio signal associated with a local participant, and
configured to generate a first input signal and a second input
signal based at least in part on the first mixed signal and a
second audio signal associated with a second remote partici-
pant. The voice-enhancement circuit is configured to generate
a first output signal to be transmitted to the second remote
participant based at least in part on the first input signal and
the second input signal.

In another embodiment, a method is provided for voice
enhancement in audio conferencing among a plurality of
participants. A first audio signal associated with a first remote
participant and a local audio signal associated with a local
participant are received. A first mixed signal is generated
based at least in part on the first audio signal and the local
audio signal. A first input signal and a second input signal are
generated based at least in part on the first mixed signal and a
second audio signal associated with a second remote partici-
pant. A first output signal is generated to be transmitted to the
second participant based at least in part on the first input
signal and the second input signal.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts an example two-way communication sys-
tem.

FIG. 2 depicts an example two-way communication sys-
tem with acoustic echo cancellation.
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FIG. 3 depicts an example communication terminal.

FIG. 4 depicts an example three-way audio conference
scenario for the communication terminal.

FIG. 5 depicts a diagram showing an example communi-
cation system for audio conferencing.

FIG. 6 depicts an example of the modem including the
pre-processing component.

FIG. 7 depicts an example of the communication system
for audio conferencing.

FIG. 8 depicts an example flow chart for performing acous-
tic echo cancellation audio conferencing.

DETAILED DESCRIPTION

Referring to FIG. 3, when either the modem 302 or the
modem 304 is used for a two-way communication, the AEC
component within the modem 302 or the modem 304 may
perform acoustic echo cancellation, e.g., as shown in FIG. 2.
However, acoustic echo cancellation is much more difficultin
a three-way audio conference scenario.

FIG. 4 depicts an example three-way audio conference
scenario for the communication terminal 300. A speaker 402
in the communication terminal 300 receives audio signals 404
and 406 from devices of two participants of the three-way
conference, and generates sounds 408 which are picked up by
a microphone 410. Thus, the output 412 of the microphone
410 may include contributions from both the audio signals
404 and 406. As shown in FIG. 2, an AEC component often
has only two input signals: the recorded output of the micro-
phone, and the audio signal received from a single far-end
device as a reference for processing the recorded output of the
microphone. However, in the three-way audio conference
scenario, all of the output 412 of the microphone 410 and the
audio signals 404 and 406 received from two far-end devices
may be needed for acoustic echo cancellation. The conven-
tional AEC component capable of handling only two input
signals may not be used to effectively reduce echoes for the
three-way audio conference. Further, modifying the AEC
component so that it can receive three input signals usually
requires changing the interface and the physical layout of the
AEC component, which often results in increased costs and
system complexity.

FIG. 5 depicts a diagram showing an example communi-
cation system 500 for audio conferencing. The three-way
audio conference involves three participants, a remote par-
ticipant A, a remote participant B, and a local participant L.
Thelocal participant L, using the communication system 500,
serves as the leader of the audio conferencing. As shown in
FIG. 5, the communication system 500 mixes the voices of
the local participant L. and the remote participant B and out-
puts an audio signal 520 to be transmitted to the remote
participant A so that the participant A can hear the voices of
both the local participant L. and the remote participant B.

Specifically, an application core 502 mixes (e.g., inter-
leaves), e.g., via a mixing operator 540, an audio signal 504
received from the remote participant B via a modem 532 and
another audio signal 506 from the local participant L. A
pre-processing component 510 within a modem 530 pro-
cesses a mixed signal 508 from the application core 502 and
an audio signal 512 received from the remote participant A
via the modern 530 and outputs a recorded signal 514 (e.g.,
V,) and a reference signal 516 (e.g., V) as two inputs to an
AEC component 518 which in turn generates the audio signal
520 to be transmitted to the remote participant A.

The pre-processing component 510 and the AEC compo-
nent 518 implement the following formula for acoustic echo
cancellation:

20

40

45

50

V/=Vy+Vg
V/=Ng+Ng
VTt
V"=V 4N/=V+Vp+Ny+Ng

V! =AEC{V, ¥/ }=AEC{ ;4N VA =AEC{ Vs + V5t

NetNp Vo Vis 2)

where V' represents an ideal audio signal to be transmitted,
V,; represents the audio signal 506 of the local participant L,
and V ;; represents the audio signal 504 of the remote partici-
pant B. In addition, N, represents a mixed noise signal, N,
represents a noise signal associated with the modem 530, and
N, represents a noise signal associated with the modem 532.
N/ represents the reference signal 516, and V, represents the
audio signal 512 of the remote participant A. Furthermore, V,'
represents the recorded signal 514, V' represents the output
signal 520, and “AEC” in the formula (2) represents an acous-
tic-echo-cancellation function with two input signals (e.g.,
the signals 514 and 516).

For example, the audio signals 504, 506 and 512 are mono-
phonic sounds produced using a single audio channel. In
addition, the mixed signal 508 is a stereophonic sound pro-
duced using two or more independent audio channels, e.g., a
left audio channel and a right audio channel.

FIG. 6 depicts an example of the modem 530 including the
pre-processing component 510. As shown in FIG. 6, the pre-
processing component 510 outputs the recorded signal 514
and the reference signal 516 to the AEC component 518 based
on the mixed signal 508 and the audio signal 512 received
from the remote participant A.

Particularly, the pre-processing component 510 splits the
mixed signal 508 into a left-audio-channel component and a
right-audio-channel component. For example, the left-audio-
channel component of the mixed signal 508 is equal to the
recorded signal 514, and the right-audio-channel component
of the mixed signal 508 is equal to the audio signal 504. The
recorded signal 514 is provided to the AEC component 518 as
aninput signal. A mixing buffer 602 mixes the signal 504 with
the audio signal 512 to generate the reference signal 516 to be
provided to the AEC component 518 as another input signal.

FIG. 7 depicts an example of the communication system
500 for audio conferencing. As shown in FIG. 7, the local
participant L receives a mixture of the voices of both the
remote participant A and the remote participant B. In addi-
tion, the voices of the local participant [. and the remote
participant B are mixed and transmitted to the remote partici-
pant A, and the voices of the local participant L and the remote
participant A are mixed and transmitted to the remote partici-
pant B.

In addition to the mixing operator 540, the application core
502 includes a mixing buffer 730 and another mixing operator
740. The mixing buffer 730 is used to mix the audio signal 512
from the remote participant A and the audio signal 506 from
the remote participant B and output a mixed signal 706 to a
signal processor 702 so that the local participant L. can hear
the voices of both the participant A and the participant B.
Moreover, the mixing operator 740 is used to mix the audio
signal 512 from the remote participant A and the audio signal
506 from the local participant [ and output a mixed signal 708
to be transmitted to the remote participant B.

For example, the application core 502 communicates with
the signal processors 702 through one or more pulse-code-
modulation (PCM) interfaces. Furthermore, the signal pro-
cessor 702 uses one or more hardware encoders/decoders or



US 9,336,792 B2

5

one or more blue-tooth controllers for processing audio sig-
nals. The modem 530 may communicate with a far-end com-
munication device of the remote participant A through an
antenna 710, and the modem 532 may communicate with
another far-end communication device of the remote partici-
pant B through an antenna 712. As an example, the applica-
tion core 502 may include one or more sample-rate-conver-
sion (SRC) components 750 which may be used for
re-sampling the voices of the local participant L into the audio
signal 506 (e.g., an 8 k or 16 k monophonic audio signal)
before interleaving the audio signal 506 with the audio signal
512. The buffer 730 may be used to prevent audio signal
underrun and the delay caused by the buffer 730 may be
handled by the AEC components.

FIG. 8 depicts an example flow chart for performing acous-
tic echo cancellation in audio conferencing. The audio con-
ference may involve multiple remote participants and a local
participant. At 802, a first audio signal associated with a first
remote participant and a local audio signal associated with a
local participant are received. At 804, a mixed signal is gen-
erated based at least in part on the first audio signal and the
local audio signal. For example, the mixed signal is a stereo-
phonic signal generated using two or more independent audio
channels. At 806, a first input signal and a second input signal
are generated for acoustic echo cancellation based at least in
part on the mixed signal and a second audio signal associated
with a second remote participant. At 808, an output signal is
generated to be transmitted to the second remote participant
based at least in part on the first input signal and the second
input signal, so that the second remote participant can hear
voices of both the first remote participant and the local par-
ticipant.

This written description uses examples to disclose the
invention, include the best mode, and also to enable a person
skilled in the art to make and use the invention. The patentable
scope of the invention may include other examples that occur
to those skilled in the art. The disclosed systems and methods
implementing acoustic echo cancellation algorithms are
merely examples, which should not unduly limit the scope of
the claimed invention. For example, the systems and methods
disclosed in this document may be adapted to implement
other voice enhancement algorithms, such as noise suppres-
sion algorithms and automatic gain control algorithms.

For example, the systems and methods described herein
may be implemented on many different types of processing
systems by program code comprising program instructions
that are executable by the system processing subsystem.
Other implementations may also be used, however, such as
firmware or appropriately designed hardware configured to
carry out the methods and systems described herein. In
another example, the systems and methods described herein
may be implemented in an independent processing engine, as
a co-processor, or as a hardware accelerator. In yet another
example, the systems and methods described herein may be
provided on many different types of computer-readable
media including computer storage mechanisms (e.g., CD-
ROM, diskette, RAM, flash memory, computer’s hard drive,
etc.) that contain instructions (e.g., software) for use in execu-
tion by a processor to perform the methods’ operations and
implement the systems described herein.

What is claimed is:

1. A communication system for voice enhancement in
audio conferencing among a plurality of participants, the
system comprising:

a signal processor configured to generate a first mixed

signal based at least in part on a first audio signal asso-
ciated with a first remote participant and a local audio
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signal associated with a local participant, and further
configured to generate the first mixed signal using a left
audio channel and a right audio channel, the first mixed
signal including a left-audio-channel component and a
right-audio-channel component;

a first pre-processing component configured to generate a
first input signal and a second input signal based at least
in part on the first mixed signal and a second audio signal
associated with a second remote participant; and

a first voice-enhancement component configured to gener-
ate a first output signal to be transmitted to the second
remote participant based at least in part on the first input
signal and the second input signal;

wherein the first pre-processing component is further con-
figured to generate the first input signal to be equal to the
left-audio-channel component in magnitude, and gener-
ate the second input signal based at least in part on the
right-audio-channel component and the second audio
signal.

2. The system of claim 1, further comprising:

a second pre-processing component configured to generate
a third input signal and a fourth input signal based at
least in part on a second mixed signal and the first audio
signal; and

a second voice-enhancement component configured to
generate a second output signal to be transmitted to the
first remote participant based at least in part on the third
input signal and the fourth input signal;

wherein the signal processor is further configured to gen-
erate the second mixed signal based at least in part on the
second audio signal and the local audio signal.

3. The system of claim 1, wherein the signal processor is
further configured to generate the right-audio-channel com-
ponent to be equal to the first audio signal in magnitude.

4. A communication system for voice enhancement in
audio conferencing among a plurality of participants, the
system comprising:

a signal processor configured to generate a first mixed
signal based at least in part on a first audio signal asso-
ciated with a first remote participant and a local audio
signal associated with a local participant, and further
configured to generate the first mixed signal using a left
audio channel and a right audio channel, the first mixed
signal including a left-audio-channel component and a
right-audio-channel component;

a first pre-processing component configured to generate a
first input signal and a second input signal based at least
in part on the first mixed signal and a second audio signal
associated with a second remote participant; and

a first voice-enhancement component configured to gener-
ate a first output signal to be transmitted to the second
remote participant based at least in part on the first input
signal and the second input signal;

wherein the signal processor is further configured to gen-
erate the left-audio-channel component based at least in
part on an ideal audio signal to be transmitted and a
mixed noise signal, the ideal audio signal representing a
mixture of the local audio signal and the first audio
signal.

5. The system of claim 4, wherein the mixed noise signal
represents a mixture of a first noise signal associated with the
first remote participant and a second noise signal associated
with the second remote participant.

6. The system of claim 4, wherein the signal processor is
further configured to generate the right-audio-channel com-
ponent to be equal to the first audio signal in magnitude.
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7. The system of claim 4, further comprising:

asecond pre-processing component configured to generate
a third input signal and a fourth input signal based at
least in part on a second mixed signal and the first audio
signal; and

a second voice-enhancement component configured to
generate a second output signal to be transmitted to the
first remote participant based at least in part on the third
input signal and the fourth input signal;

wherein the signal processor is further configured to gen-
erate the second mixed signal based at least in part on the
second audio signal and the local audio signal.

8. An integrated circuit for voice enhancement in audio
conferencing among a plurality of participants, the integrated
circuit comprising:

a first pre-processing circuit configured to receive a first
mixed signal representing a mixture of a first audio
signal associated with a first remote participant and a
local audio signal associated with alocal participant, and
configured to generate a first input signal and a second
input signal based at least in part on the first mixed signal
and a second audio signal associated with a second
remote participant; and

a first voice-enhancement circuit configured to generate a
first output signal to be transmitted to the second remote
participant based at least in part on the first input signal
and the second input signal;

wherein the first mixed signal includes a left-audio-chan-
nel component and a right-audio-channel component;
and

wherein the first pre-processing circuit is further config-
ured to generate the first input signal to be equal to the
left-audio-channel component in magnitude, and gener-
ate the second input signal based at least in part on the
right-audio-channel component and the second audio
signal.

9. The integrated circuit of claim 8, further comprising:

a second pre-processing circuit configured to generate a
third input signal and a fourth input signal based at least
in part on a second mixed signal and the first audio
signal, the second mixed signal representing a mixture
of'the second audio signal and the local audio signal; and

a second voice-enhancement circuit configured to generate
a second output signal to be transmitted to the first
remote participant based at least in part on the third input
signal and the fourth input signal.

10. The integrated circuit of claim 8, wherein the right-
audio-channel component is equal to the first audio signal in
magnitude.

11. An integrated circuit for voice enhancement in audio
conferencing among a plurality of participants, the integrated
circuit comprising:

a first pre-processing circuit configured to receive a first
mixed signal representing a mixture of a first audio
signal associated with a first remote participant and a
local audio signal associated with alocal participant, and
configured to generate a first input signal and a second
input signal based at least in part on the first mixed signal
and a second audio signal associated with a second
remote participant; and

a first voice-enhancement circuit configured to generate a
first output signal to be transmitted to the second remote
participant based at least in part on the first input signal
and the second input signal;

wherein the first mixed signal includes a left-audio-chan-
nel component and a right-audio-channel component
and
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wherein the left-audio-channel component is related to an
ideal audio signal to be transmitted and a mixed noise
signal, the ideal audio signal representing a mixture of
the local audio signal and the first audio signal.

12. The integrated circuit of claim 11, wherein the mixed
noise signal represents a mixture of a first noise signal asso-
ciated with the first remote participant and a second noise
signal associated with the second remote participant.

13. The integrated circuit of claim 11, wherein the right-
audio-channel component is equal to the first audio signal in
magnitude.

14. The integrated circuit of claim 11, further comprising:

a second pre-processing circuit configured to generate a

third input signal and a fourth input signal based at least
in part on a second mixed signal and the first audio
signal, the second mixed signal representing a mixture
ofthe second audio signal and the local audio signal; and

a second voice-enhancement circuit configured to generate

a second output signal to be transmitted to the first
remote participant based at least in part on the third input
signal and the fourth input signal.

15. A method for voice enhancement in audio conferencing
among a plurality of participants, the method comprising:

receiving a first audio signal associated with a first remote

participant and a local audio signal associated with a
local participant;

generating a first mixed signal based at least in part on the

first audio signal and the local audio signal;

generating a first input signal and a second input signal

based at least in part on the first mixed signal and a
second audio signal associated with a second remote
participant; and

generating a first output signal to be transmitted to the

second participant based at least in part on the first input
signal and the second input signal;
wherein the first mixed signal includes a left-audio-chan-
nel component and a right-audio-channel component;

wherein the first input signal is equal to the left-audio-
channel component in magnitude, and the second input
signal is related to the right-audio-channel component
and the second audio signal.
16. The method of claim 15, further comprising:
generating a second mixed signal based at least in part on
the second audio signal and the local audio signal;

generating a third input signal and a fourth input signal
based at least in part on the second mixed signal and the
first audio signal; and

generating a second output signal to be transmitted to the

first remote participant based at least in part on the third
input signal and the fourth input signal.

17. A method for voice enhancement in audio conferencing
among a plurality of participants, the method comprising:

receiving a first audio signal associated with a first remote

participant and a local audio signal associated with a
local participant;

generating a first mixed signal based at least in part on the

first audio signal and the local audio signal;

generating a first input signal and a second input signal

based at least in part on the first mixed signal and a
second audio signal associated with a second remote
participant; and

generating a first output signal to be transmitted to the

second participant based at least in part on the first input
signal and the second input signal;

wherein the first mixed signal includes a left-audio-chan-

nel component and a right-audio-channel component;
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wherein the left-audio-channel component is related to an
ideal audio signal to be transmitted and a mixed noise
signal, the ideal audio signal representing a mixture of
the local audio signal and the first audio signal.
18. The method of claim 17, wherein the mixed noise
signal represents a mixture of a first noise signal associated
with the first remote participant and a second noise signal
associated with the second remote participant.
19. The method of claim 17, further comprising:
generating a second mixed signal based at least in part on
the second audio signal and the local audio signal;

generating a third input signal and a fourth input signal
based at least in part on the second mixed signal and the
first audio signal; and

generating a second output signal to be transmitted to the

first remote participant based at least in part on the third
input signal and the fourth input signal.

20. The method of claim 17, wherein the right-audio-chan-
nel component is equal to the first audio signal in magnitude.
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